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ABSTRACT

Cross-track interferometric  SAR can provide 3-dimensional radar images. The technique relies on determining the
target elevation from the difference in slant range observed by two antennas having, across-track separation. The range
differences estimated very precisely using the phase difference observed in an interferogram obtained from the two
complex images. A key problem is that the range difference can only be determined to within a multiple of the
wavelength, as the phase difference is measured modulo 27r. This paper discusses two different methods to determine
the unknown multiple of 2z: l) the split-spectrum algorithm, and 2) the residual delay estimation algorithm. The
Split-spectrum algorithm utilizes the carrier frequency dependence of the interferometric  phase, as subdividing the
available range bandwidth into two bands provides two slightly different interferograms. The phase difference of the
interferograms corresponds to an interferogram obtained with a system having a carrier frequency which is the
difference between the two band centers. The residual delay estimation method is based on the full bandwidth, one-
look images used to formthei nterferogramand involves precision interpolation andcor-egistration  steps. Principles are
presented, along with possib]e implementations of the algorithms. Principal errcm sources, as well as advantages and
disadvantages from a processor design and implernentatio npoint  ofvieware also discussed.

Keywords: SAR interferometry, synthetic aperture radar (SAR), absolute phase, split-spectrum algorithm, residual
delay estimation algorithm

1 INTRODUCTION

Topographic maps can be generated using interferornetric  SAR as demonstrated by Graham’, and Zebker and
Goldstein*, Organizations like NASA’s Jet Propulsion I.abo]atory (JPI.) and the Canada Centre for Remote Sensing
(CCRS)have  been flying single-pass airborne interferonletric  SAR for several years34 and several other organizations
are presently developing interferornetric  SAR systems. Also, satellite SAR systems have been used for several years
for generating topographic maps using a single sensor in the repeat-pass mode 2$. Recently, other uses of
interferometric  SAR techniques, including measurement of dynamic phenomena have been investigated 6’7’8.  Airborne
interferometric  topographic SAR has the potential to provide high resolution; horizontal and vertical accuracies on the
order of a meter are feasible today9. Radar techniques for the generation of precision topographic maps have several
advantages compared to traditional stereo photography including: all weather, day and night capability, the possibility
of fast automated processing systems for generating high resolution maps; and the potential to provide absolute location
without the use of known ground reference points. The production of high quality topographic maps from
interferometric  SAR data depends on the solution of a number of technical issues, such as: 1 ) availability of accurate
platform positions and interferometric  baseline estimates (length and attitude); 2) Implementation of motion
compensation in the processing; 3) preservation of relative signal phases in the processor; 4) a 3-dimensional location
algorithm; and 5) implementation of an algorithm to derive the absolute phase. Only the last point will be discussed
here, points 1 through 4 has been discussed previously 10.

Consider a simplified situation with a SAR flying along a straight line with the antenna pointed orthogonal to the
velocity vector (zero Doppler geometry). Azimuth processing will in this case separate the observed targets into
planes orthogonal to the flight direction. The two interferometer antennas are displaced by 7ZI which must have a
significant component orthogonal to both the velocity and the line-of-sight vector, The two antenna locations are
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Figure 1. The data acquisition geometry of an cross-track interferomctric,  topographic
mapper (the platform would be flying into, or out of, the paper).

known, as well as the slant ranges from antennas 1 and 2 to the target, and the target location can be determined by
simple triangulation (see Figure 1), However, with a baseline typically on the order of a thousandth of the slant range,
it is easily seen that to determine the across line-of-sight position well, the slant range difference must be known very
accurately. A key element in the interferometric  method is that the slant range difference is directly proportional to the
absolute phase difference of the two received signals. The phase difference at each point on the surface is measured
by multiplying the complex image generated from antenna 1 data by tile complex conjugate of the data generated from
antenna 2 data. This, unfortunately, only provides the phase rnodulo ?m. Goldstein rt al. ‘‘ developed a technique to
unwrap the absolute interferometric  phase except for a multiple of 2n which would be the same over the entire area
unwrapped. In combination with one reference point with known position—which must be recognizable in the radar
image-this phase offset can be calculated and the elevations of all image points can be found. The following sections
will discuss methods to determine the absolute phase without the use of grouncl reference points.

2 THE ABSOLUTE PIIASE

Using the geometry of I:igure 1, the relationship between the geo]lletrical
) @~..P = 1 - z +  z], can be derived. The followingobservable (P 1, P2, @W1~,P  ,

here,

Ap=pz–pl  = -Ii;,l Cos(o,, - e,)

27 = fl - pi cm q

y7 = pl sin~l

parameters of interest (yJ, Z7) and the
relations will suffice for the discussion

(1)

and the phase of the interferogram (the interferograrn defined as channel 1 tirncs the complex conjugate of channel 2)
is,



@ =  $$1 -@2  =  -Znfo(h,  -l~z)

=  3y(P2 -/3) (2)

@Wr,P  = mod($2n)

where ~0 is the carrier frequency, A is the wavelength, and p is a multiplier; p =, 2 for two-way propagation
differences (both transmitter and receiver is different for the two channels), p := 1 if the two channels share a common
receiver. The phase directly available in the complex interfe]ogram is the absolute phase modu]o  2Z. The expression
“absolute phase” is used here to detlote a phase which is directly proportional to the skmt  ratl.ge dljfferetme.

To understand the algorithms proposed for determining the absolute phase, the expressions for the signals forming
the interferogram will be derived in the following. The transmitted signal, p(t), is given by,

pi(t) = hi(t) exp(j2nfOr) (3)

hi(l) is the modulating function for the signal transmitted by channel i (= 1 or 2). Note that to the extent the receiver
modifies the transfer function, this will be included in hi(t) here. The received signal is

~(~) = Pi(t – tdi) = hi(t – t,li)exp(j2~fo  (t – I</i) ) (4)

where the time delay is given by

(5)

After down-conversion the baseband signal is

hi(t) = hi(l – t~i)exp(–j2Z~,  t~i ) (6)

As part of the signal processing it is necessary to motion compensate the data (that is, correct for the fact that the
flight path is not a straight line or a great circle arc.), and to register the two data channels such that the images
forming the interferograrn overlay as accurately as possible without knowing the actual target elevation; for more detail
see Madsen et al. l{). For both motion compensation and coregistration,  the purpose of the signal processing is to
transform the received data to a signal at a different time delay. This data transforination can be implemented in a
number of ways, however, it is found that applying a shift of the baseband signal and phase correction which
corresponds exactly to the shift (equivalent to shifting the signal at the carrier frequency) makes the implementation of
the absolute phase determination algorithms simpler.

In the following the motion compensation for both interferometric  ctlannels uses a common reference line, denoted
track O. in this case the shift and phase correction required to properly focus the image in azimuth will at the same
time nominally overlay the two images correctly, “Nominally” he! e implies that if all targets are at a specific
reference target height assumed in the processing, then there are no misregistration  errors. Motion compensation and
channel registration can thus be achieved by calculating the slant range from a “nominal” target at the reference
height to track O and the actual radar path respective y, and shifting and phase correcting the received data
accordingly. Note that the motion compensation target reference is not in general coincident with the actual target
coordinates. The time delay from the nominal target to the actual radal track is

and the time delay from the nominal target to the reference track, track O, is

(8)



The signal will after the slant range shift andthephase  correction be given by

~i (f )  =  ‘~i (r +  ‘di,  RP;F  –  ‘dO,REF
– tdi  ) e~p(j22r& (t~i,R~;~  - t~O,R~;, - [,/, ) )

= bl(t + tdi,REF  – ~d(l,RF,’F ) exp(j2  ‘~o  (fdi,Rl  F – ‘dO,REF)  )
(9)

resulting in the following expression for the interferogram formed:

dt) =&(t)&(t)=  ~](f–f~] +f~l, R~;~–f(/o,R~~ )~2(t–fJ2+ t,/2, RF;} -t(/o,REF)
(lo)

‘xp(j2nfO(tdl,REF  -fd2,REF)  )exp(j2nfO(td2-”  ‘dI))

In general hi does not have to be real valuecl. In fact, for the split-s! )ectrum algorithm it is useful to understand the
effect of a modulation function on a carrier frequency. Let

h i ( f )  =  ~i(r)  qiiz~.toff,e~f  ) (11)

where ~ is real valued and the phase due to the modulation function carrier, ~Of~,ct, now written out explicitly. The
baseband signal is then, after slant range shift and phase correction,

gi (r)= ‘Oi (t –  
‘di  + ‘d;,  RF,T – ‘dO, REF)  exP(j2~~oft,et (t +  

‘di,  REF  – ‘dO, RP.F  ) )
(12)

‘xp(j2zf0  (rdi, REF
–  ~dQRfiF)  ) exp(–j2n(,f0  +  ~.ffsct )  ~dl )

and the interferogram is given by

—
C(t) = ~] ( t  )~2 (t) = hol (f  –  Id] +  fd], R~;F –  ‘{/(),  RfiF  )h02 (t  –  ‘d2  +  ‘d2, R/W –  ‘dO, RF;F)

(13)
‘xp(–j2z(f0  +  ~offwt  )(td  –  ‘d2  -  (tall,  REF  –  2d2, Rw))  )

This expression shows that the interferogram phase is proportional to the actual carrier frequency of the signals used to
form the interferogram and the difference between the actual time delay differences and those assumed in the motion
conlpensation/coregistration  correction. This result might seem trivial and even self evident from equation (1 O). The
interesting observation is, however, that the actual down conversion frequency is not a factor at all, and this is a
consequence of the motion compensation approach taken (with the exact correspondence between the shift and the
phase shift). This leads to the following expression for the interferograln

C(t, f)  = ~] (f)iz (f)  = ’01 (f ‘“ ‘(/]  + 
‘all,  RF;F  ‘- ‘dO, REF )  ~02(t  –  fd2 +  fd2,~};~  -  ‘{/(I,  Rl;F)

(14)
exp(–j2z~( td] – Id?  – 

(cdl, Rk’F” - ‘d2,RkF)  ) )

where, hoi is the low-pass version of the modulation function and ~ is the effective carrier frequency. For now, it will
be assumed that the sensor is error free (error sources are discussed in section 5), and it is assumed that the low-pass
transfer functions are identical, real and symmetrical, which means that the phase of lZolho2 is always zero, and that
the cross-correlation function of ho](t) and ho2(t) is symmetrical with its maximum at t = O.

3 SPI,lT-SPECTRUM  AI.GORITHM FOR ABSO1.UTE PHASll  I}KTERM1NATION

This section is devoted to a discussion of the split-spectrum algorithm ‘? which was probably the first algorithm used for
estimating the absolute intcrferometric  phase from the radar data without the usc of ground information.

3.1 Theory

The key to the split spectrum algorithm is the observation that the intel ferograrn phase is proportional to the transmitted
carrier frequency, as seen from equation (14). Using the motion conlpensation  and coregistration  approach outlined
earlier (equation (9)), the actual baseband frequency is irrelevant; only the carrier frec]uency  is important. By filtering



the range spectrum as part of the digital range compression of the received signal, the full range spectrum can be
subdivided into two (or more) channels corresponding to different carrier frequencies. For instance, a rectangular
spectrum centered at & with a total bandwidth of 2B can be separated into two channels, with carrier frequencies
.f+  = ~o + B/ 2 and .f.  = 

~0 – B1 z respectively,  both  with  a bandwidth B. A differential interferogram generated from
two interferograms,  at carrier frequencies j+ and j_ , is given by

~(f,  ~+  , f_ ) =  c(l, f+  )E(t, f- ) = h$ (~ – td] + fdl,REF  – ‘~(),R/ F) 14 (r - 
‘d?  + 2d2,REF  – 2d0,RF;F’)

~o{”  (t  –  td] +  tdi,Rl,fi  –  ‘do,  Rfi.t  ) h;j  (t  –  td2  +  ‘d2,REF  –  ‘ [ 1  O , R E F ) (15)

exp(–~2Z(~~  – f. )( Zd] – zd? – (tdl,RF;F’-  ‘d;!,RFY  ) ) )

As the low-pass modulation function does not contribute to the phase, it is seen that the phase of the differential
interferogram is equivalent to that of an interferogram with a carrier which is the difference of the carrier frequencies of
the two interferograms combined. Thus the phase of an interfcrogram corresponding to a carrier frequency f. is

k)(t) = ‘2@o(  ‘d] - tdz - (tdl,//EF  - t(f2,R~,~) ) (16)

and the phase of a differential interferogram with carrier frequencies f+ and f. is

@+/- (t) =  ‘j2z(f+ - f - ) (  ‘ d ]  - ‘d2  ‘“ ( t a l l ,  RET  - ‘d2,Rf;F)  ) (17)

It is assumed in the following that f+ – f_ is chosen such that the differential phase is always in the range [–z, +z[
thus making the differential phase unambiguous, A different way of stating that requirement is that the wavelength
corresponding to the frequency difference f+ --f should be larger thatl the physical baseline times p (the multiplier
account ing for one- or t we-way patch difference;),  F.quations (16) and (17) can bc combined to

@+/-(f) @()(f) fo= — e> @o(l)= @+,. (t)——
f+ - f_ fo f+ - 

.f_
(18)

which shows that the absolute phase, @o, can, at least in principle, be derived from the unambiguous differential
interferogram phase.

3.2 Implementation

Unfortunately, the noise on the differential interferograrn is larger than that of the “standard” interferogram. The
thermal noise on either interferogram used to form the differential wil I be larger by typically {2 due to the smaller
number of looks, and combining 2 interferograrns with independent noise increases the noise by another factor of J,
such that the rms phase error on the differential interferograrn  is typically a factor of 2 larger than on the “standard”
interferogram. The noise on the differential interferogram is further amplified by the factor fo/(f+ – f_ ) which is
usually very large, However, by averaging over an entire image, it is still possible to achieve the required accuracy.
First note that in combination with the unwrapped phase

@..w(t)  = $()(2)  - ’22Z (19)

equation (18) can bc reformulated to give the residual number of 2Z’S by which the unwrapped phase differs from the
absolute phase

[
)1 = + q)+,. (t)—-~— – 0“,,.(2)

f +  -
f . )

(20)

This expression applies for the entire unwrapped image, thus even if the estimate of n on a pixel to pixel basis is very
noisy, averaging over the image can usually provide a sufficiently accurate est i mate for n, for typical system
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Figure 2. Topographic interferometric  SAR processing system lay-out based on
the split-spectrum algorithm for absolute phase determination.

parameters, as for instance the JP1. TOPSAR system 12. (Sufficiently accurate means that the estimation noise must be
less than 0.5.) An implementation of the split-spectrum algorithm is shown in Figure 2. A draw-back in using the split-
spectrum algorithm is that a total of 4 one-look complex images needs to be processed to form the differential
interferogram. An alternative approach is to process two full bandwidth images up to the interferogram formation, and
then band-pass filter the single look images at this stage. I’his  approach has been found to generate less accurate
results. This can be ascribed to the changes in the range spectrum caused by the azimuth processing, but the details
are outside the scope of this paper.

4 RHSIDUAI.  DELAY ESTIMATION METIIOD

The residual delay estimation method was originally developed to reduce the amount of processing overhead required
to estimate the absolute phase. Contrary to the split-spectrum algorithm it only requires two complex single look
images.

4.1 Theory

The expression for the absolute phase of
unwrapped phase is given by equation (16)

the full bandwidth interferogram was provided in equation (1 6). The
in combination with equation (19),

@“”w(f)  = –Zmo(fdl  – fdz – (I(l,,WF – rt,2,REF))  -- /1 27r
(21)

= –2@o (t~~ – t~z – (r~,,RF;F  – t(,2,REF)  + ~i-)
fo

where n is unknown but constant over the image. Using @u”W,(r),  channel 2 can be resampled and phase shifted,



= h2 (t 
– t,lz + t~z,REF  – 

tdO, REF –  ~-)  ~xp(j’27c~0  (–~dz  +  ?(12,RF:I  ‘“  ‘{/O,RW) +  ~@unw  )
-2nso

= h2(t  – t~l + t~I,Rfi;F  – 
‘dO, REF -  ~) exp(jz~~O  (%  +  ‘c/l,REF  -  ‘dO,h’W  -  ~))

(22)

It is seen that if hz(r) = hl (I) then g;(t)= gl (f – n/~o). (a symmetrical version, shifting both channels, is a trivial
extension.) Thus for a given patch, after resampling and phase shiftin~ one of the one look complex images, the two
images will be identical with the exception of a time delay difference (= two times the range difference divided by the
speed of light) which is: 1 ) constant over the image patch processed; a]td 2) proportional to n, the number of cycles by
which the unwrapped phase, $UnW differs from the absolute phase. To determine the correct ambiguity number, n, the
range delay must be determined with an accuracy better than A/4. For a 5 cm wavelength and a 3.75 m slant range
resolution (equivalent to a 40 MHz bandwidth) that requires an accuracy in determining the correlation peak which is
better than 1/300 of the resolution. That is a very challenging but not impossible requirement.

4,2 lrnplcrncntation

The residual delay estimation algorithm can be implemented with only a few modifications to a straight forward
interferometric  processor architecture, as shown in l~igure 3. Note, that if the residual delay estimated is large
compared to the slant range resolution, the interferogram calcula(cd  will have significant decorrelation  due to
misregistration. In this case it is necessary to feed the residual phase estimate back to the motion compensation step
and redo the processing from that point.

Figure 3
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S  ERROR SOURC13S

lmporlant  error sources will be qualitatively discussed in this section, as a full quantitative discussion of the error
sources limiting the accuracy of the absolute phase estimation algorithnls proposed is beyond the scope of this paper.

Thermal noise will introduce randornerrors.  By weighting theindividu:il  contributions tothc ambiguity estimation, the
influence of isolated areas with low signal-to-noise-ratio will howevel  be small. If the single-look images used in
formingt  heinterferogram are weighted to achieve a uniform signal-to. noise-ratio across the swath this weighting will
automatically be achieved by the cross-correlation of the residual delay estimation algorithm. In the case of the split-
spectrum algorithm the weighting will have to be explicitly applied.

Interpolation isa key element inthe signal processing. Iftheinterpolations inthe SAR processor are not implemented
carefully, they will modify the transfer functions and introduce systematic errors in the absolute phase estimate. In the
case of the split-spectrum estimation even small transfer function changes will have a significant impact on the
absolute phase due to the very large multiplier involved ( ~o/(~+ ---- )). In the case. of the residual delay estimator
even small changes in the system impulse response function will bias the determination of the cross-correlation peak
which is critical when accuracies on the order of a thousandth of a pixel is sought.

System transfer functions are also critical. Ideally the transfer functions ~1 (t) and ~j2(t) would be identical, real, and
symmetrical. Careful inspection of the expressions derived will, however, show that if ho, (t) and hoz(r) are identical,
and if the coregistration  applied in the motion compensation and registration step is fairly accurate then the error
induced by lack of symmetry and a non-zero imagenary component, will generally be minimal. In the case of a single-
pass cross-track interferomctric  system that suggests that a system with two identical antennas pointing in the same
direction is ideal since the transfer functions imposed by both antennas are identical for any given target. Even in the
case where the transfer functions of the two channels are not identical, real, and symmetrical, the artifacts induced can
generally be calibrated out if the transfer function is constant across the swath (such invariant errors could for instance
be caused by mismatched receivers). However, when the transfer functions of the two channels are different and
furthermore varying across the swath, it can be very difficult to estimation the absolute phase accurately,

The analysis outlined in this paper also assumes that the intcrferogran]  phase is varying slowly over the extent of the
impulse response. Similarly, and quite related, it is assumed that there are few errors in the phase unwrapping process.
Both error sources can be significantly reduced by applying, maskinf  techniques which reduce the weight of areas
where the interferomctric  phase is rapidly varying.

6 DISCUSSION

Two algorithms for automatic determination of the absolute phase in SAR interferometry  have been proposed. Both
algorithms have been implemented and tested in interferometric  processors developed at JPL. Presently, the residual
delay estimation algorithm is the algorithm of choice, primarily dlle to the fewer modifications of the standard
processing scheme required. For operational processing where computational efficiency  is important, the residual
delay estimation algorithm is preferred. When processing multiple consecutive patches, which is standard situation in
a strip map processor, it is possible to boot-strap from the previous pa(ch and still usc the same processing scheme, just
skipping the absolute phase estimation. Preliminary indications arc also, that the accuracy of the residual delay
estimation algorithm is better. I~xperinlental results are presently being systematically compared and will be presented
in the near future.
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